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ABSTRACT

One soure of high quality digital image datis scanned
photographi negaives which can be processé to produce
high quality color images The scannd daamug beinverted
ard processd to adjug for the film and scere characteristics.
This pape proposesan approab to processig scannd nega-
tives with unknown film type to produe outpu color images
suitabk for viewing on acompute monitar or for printing.

Our processig pipeline contairs an adapive stag that
automaticaly adjuss the white and blad point accordirg to
the image characteristics Othea stage invert the scanned
data and adjug the midtore values Finally, a postprocessing
stageisuseal to deted¢ dak and backlit sceneswhich arethen
brightened The pipeline has bee testal on severd hundred
scannd negatves using two differert film scanners.

Introduction

Digital processig and archiving of photographs images has
severd advantagsover traditiond analg meansDigital pro-
cessig allows more flexibility in adjustirg the image to pro-
duce highea image quality or to bette matc individud user
preferencesStoring the images in digital form allows them
to be catalogé in an orderly fashia for efficient searching
ard retrieval using standad databastools With the develop-
mert of consumegrace photographt printers digital storage
als permits the use to make multiple prints easiy and inex-
pensvely without going throudh a photofinishe One way to
convert existing photographs images from anala to digital
form is to scan an analg negative or reflectve print using a
digital scanne

Prints are generaly easie to digitize becaus the colors
have alrea¢ been adjustel for viewing and the originals are
large enoudn to give a high resolution digital image with a
modes scannig resolution Unfortunatey, prints have con-
sideraby less dynamt range than the origind negaives so
they do not reprodue specula and semispeculahighlights
or shaaw regiors well[Jam@]. The resultirg digital images
inherit any shortcomingof the print aswell asary artifactsin
the negaive, so highe quality images can often be produced
by scannirgy the negaive directly.

Figure 1 illustrates a typicd 35mm film scanne suitable
for scannig negaives A negaive strip is insertal into the
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Figure 1: A film scannecan produe a digitized image from
afilm negaive.

scanne usualy after manualy placing it in a specia film
holde. The recenty introducel APS (Advancel Phob Sys-
tem) film forma does not require the use to hande the nega-
tivesdirectly, so ascannefor thisforma would likely be sim-
pler to use[Tui96]. A negaiveframeisscanndand converted
to adigital image whichisprocessdand transferre to ahost
compute. The processig can eithe take place on the scan-
ner or as a software applicatian on the compute. To produce
aviewable image from a scannd negaive, the daa mug be
inverted and processe to adjug for the film and scere cha-
acteristics In this repot we descrile a proposeé processing
pipeline to automaticaly convert scanne negaive images to
outpu images suitabk for viewing on acompute monitar or
for printing.

Both film characteristis and scere conditiors can vary
widely from frame to frame so ary automatt processig al-
gorithm mug adap to ead scan basel on image statistics.
Human intervention can alo be usal to adap algorithm pa-
rametersbut for consume or high volume applicationswe
wart to minimize human intervention Severd researchers
have propose techniqusto adjug image colorsbase on the
image data.
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Evans uses a “grayworld” assumption, where all the pix-tograms. This mapping function is therefore adaptive, adjust-
els in an image are assumed to average to gray[Eva51]. Thiag to the measured image statistics. The operation remaps
assumption can be too restrictive, however, and it can caugbe image data as illustrated in Figure 2. Using the red, green,
undesirable color errors in some processed images. More rand blue histograms, a bounding box is constructed contain-
cently, a number of authors have proposed schemes for esiiag the scanned data values. The data is then remapped to
mating a scene illuminant from the image data[Lee86, Fun95ijll the entire RGB cube. In its simplest form, this amounts
Fin96]. These methods are often computationally complexto setting the maximum red, green, and bliéig &, and B)
and they generally assume the data is in some known linearalues to the white point and the minimum values to the black
color space. The algorithms thus correct for scene illuminapoint.
tion, but film characterization and correction would need to
be done separately if one of these methods is to be used when
processing a scanned negative. Funt, Cardei, and Barnard {BRmax,Guax,Buax} = White
propose a neural network based approach to color constancy {Rmin,Gmin, Buin} = Black
that does not have these built-in constraints[FCB96]. This
approach might work well for processing scanned negatives, This remapping of the white and black points helps ad-
although as far as we know it has not yet been tested on thjgist for both scene illumination and mask density of the nega-
task. tive. The procedure assumes that the minimum and maximum

Traditional ana|og processing of negatives includes charscene reflectances are indicative of white and black points. It
acterizing and adjusting for the film type and scene data using!/so assumes that only reflected light is in the scene. Any
both global statistics for the entire film strip and local statis-light sources or fluorescent objects can result in a color cast
tics for the desired frame[Tui96]. Manual adjustments mayt0 the image or in an image that is too dark. Finally, if the
be necessary for some images_ Tuijn proposes a similar pr@bSO'Ute maximum and minimum measured values are used
cedure for processing digital scans of negatives[Tui96]. Hdor white and black points, any noise in the image, including
starts with predefined characteristic curves for negative filnthat due to dust or scratches on the negative film, can cause
and modifies the curves to better reflect the individual strigefrors in the remapping.
being scanned. He then uses an algorithm called TFS (To- We alleviate some of these potential problems by imple-
tal Film Scanning) to produce a virtual point on the negativementing a more robust form of the white and black point ad-
which is mapped to a neutral reference point. He reports thdtistment. White and black point estimation in the presence of
this system performs well on more than 99 percent of the imnoise is improved by using red, green, and blue values that are
ages scanned. somewhat below the absolute maximum and above the abso-

Our approach uses the red, green, and blue histograms féft€ minimum. For example, we can map the 95th percentile
a scanned image to adapt to Changing film and scene Chara@, G, andB values to white and the 5th percentile values to
teristics. The histograms are used to compute a white poirflack. This eliminates outliers due to noise.
and black point for each image scanned. Fixed lookup ta- The white point computed for an image can result in an
bles are then used to adjust the color balance in the imag@desirable color cast or underexposure if the scene contains
midtones. Finally, a postprocessing step is included whichight sources or fluorescent objects. Color casts can be re-
detects dark or backlit images and brightens them. Section guced by identifying when the computed white point lies out-
discusses our processing pipeline in more detail. Experimerfiide of some expected range of values. Although the white

tal results are given in section 3, and section 4 gives gener®0int can vary considerably from image to image, a large
conclusions. number of processed images can be used to compute a dis-

tribution of likely white point values. If the computed white
point for a particular image lies far enough outside this distri-
Processing Pipeline bution, we adjust the value to pull it in closer to the expected
range before remapping the data.
Our negative processing pipeline consists of four stages; one If the white and black points are remapped so the bound-
adapts to the image data, while the other three are fixed lookupg box expands to fill the entire RGB cube, detail can be lost
tables. We also implement a separate postprocessing step thathe highlight and shadow regions of the image. The high-
adjusts for dark and backlit images. Figure 2 illustrates thdights will be pushed into saturation, while shadow regions
four processing steps in the pipeline. The graphs all assumgill have remapped pixel values very near zero. In order to
8-bit per color plane scan data; axis numbers need to be scalpeevent this phenomenon, which is sometimes referred to as
for other bitdepths. The first stage is a simple inversion stepiblowing out” the highlights, our remapping function con-
converting the scanned image from a negative to a positiveains soft shoulders. The bounding box is expanded to fill
The input/output characteristic shown in Figure 2 is appliednost of the RGB cube, but a small set of overload values is
to all three scanned colors. left around all sides. These values are used to represent the
The second pipeline stage remaps the white and blackighlights and shadows that would otherwise be clipped. A
point of the image based on the red, green, and blue hissne dimensional representation of this technique is given in
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Color Inversion Remap white and black points Contrast Adjustment Color Balance in Midtones
o using the RGB histograms
Scanned
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Figure 2: Our processing pipeline contains four stages, one of which adapts to the image data.
Output The midtone adjustment will balance the colors in the mid-

highlight tone regions to remove color casts along the neutral axis.
The entire pipeline of Figure 2 can be computed as a sin-
\ gle image dependent input/output lookup table for each color
o plane.
white point

midtone Experimental Results

shadowy . We used commercial film scanners to obtain our test image
~— black point . .
| } } } data. In order to prevent the scanners from applying their
I nput own correction algorithms on the data, the scanners were set
to positive mode for scanning. The data we use in our exper-
Figure 3: We use soft shoulders on our white/black poinments have therefore been processed by the scanner as if the
remapping to avoid clipping in the highlight and shadow re-originals were transparencies. Our experimental images are
gions. not raw data samples from the scanner, but have probably un-
dergone a color space transformation and gamma correction.
Due to the structure of our pipeline, however, we expect that
results obtained during testing are similar to those we would

The white and black point mapping is followed by two . . o
. . . - et using raw data samples. The various pipeline parameters,
stages that adjust the image midtone characteristics, as shown . :
articularly theg parameters and,, could be adjusted ap-

in Figure 2. The contrast adjustment step applies a nonlineé)rro riatelv to vield similar outout image characteristics
remapping function to all three color planes. This functionP P ytoy P 9 ‘

. . . . L The algorithm was applied to a large collection of pho-
is designed to adjust for some of the nonlinear characteristics
. X i -{0s. The photos, taken by around 50 employees of HP, have a
of the negative. We use a parameterized set of inverse sig-. . . . . :
X . . . ide variety of subjects, including people, animals, outdoor
moidal functions for contrast adjustment. If the input ramge

between shadow and highlight regions is normalizdd td], ISDCGPES'. nlthI_l,lLeS, eztgs;r: phglos vSvere scanrjre;]d from Kodtak
the function takes the form: rofessiona us Film Scanner. There are a to-

tal of 443 photos. We also obtained the regular photo prints

Figure 3.

0.5 (2z)™ <05 from a traditional photofinisher, as well as digital images pro-
v = { 1-05(2-22)" z>05 cessed by the Kodak scanner when we set the scanner in the
automatic mode.
The parametey. is determined experimentally. This is a very challenging collection of images, because

Finally, the color balance is adjusted in the midtone re-of the wide variety of cameras used, the different illumination

gions using a procedure suggested by Michael Stokes. Thgonditions, AND the deliberate selection of film types. The
three preceding processing stages can all be incorporated inffms include

a set of three one dimensional lookup tables, one for each

color plane. The curves corresponding to these lookup tables e 3M 100
will be rotated clockwise by5 degrees, added to a midtone 3M 200
adjustment curve, and rotated batkdegrees counterclock- Agfa HDC 200

wise. This procedure is illustrated for a single color plane in
Figure 4. Our midtone adjustment curves are computed as

Fuji Super HG 100

Fuji Super HGII 100
Fuji Super HGII 200
Fuji Super G+ 100

Fuji Super G+ 400
Kodak Ektachrome 200
Kodak Ektra 200

y = Bsin’(mz),

where the input range is again normalizeftdl ], and the pa-

[ ]
[ ]
[ ]
[ ]
[ ]
[ ]
[ ]
[ ]
rameter3 is determined experimentally for each color plane. :
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""""""""""""""""""" rotate 45 degrees CW
""""""""""""""""""""""" ——> —=
midtones%
Input/Output Characteristic
After First Three Processing Steps
rotate 45 degrees CCW

Midtone Adjustment

Input/Output Characteristic
After Midtone Adjustment

Figure 4: The midtone color adjustments are computed by rotating the i
adjustment function, and rotating back.

Kodak Gold 100

nput/output characteristic to horizontal, adding an

white point L*a*b* distribution

Kodak Gold 200
Kodak Gold 400
Kodak Gold Ultra 400 or
Kodak Plus 100

Kodak Royal Gold 100
Kodak Royal Gold 200
Kodak Royal Gold 1000
MotoPhoto (Agfa) 100
MotoPhoto (Agfa) 200
Ritz 200

-15}F

We applied the processing pipeline to the negative im-
ages. Figure 5 shows the Chromaticity coordinatesind
b* in the L*a*b* space of the white points for 329 images.

—20}

The white points are calculated after the inversion proces: %,
hence the while points are located in the cyan region in the
L*a*b* space.

Figure 6 shows the brightness coordinaté®f the white
points for 329 images.

From Figure 5 and Figure 6, it is clear that there is a large
variation in the exposure, illumination, and film type from

points

Figure 5: Chromaticity coordinates of the estimated

a* value

white

image to image. As a result, the required adjustments varidentification process more robust. This can be accomplished,
considerably across images. The location of the white pointor example, by checking the color of each image point and
for a particular image is related to the illumination and film throwing out those that clearly are not potential white points

type. However, it appears that there is no clear separatiom the histogra

m building stage. In one of the photos taken in

that would allow one to identify the illumination or film type a nightclub with neon lights in the background, for example,

from the white point location. On the other hand, the distri-the bright red

neon lights biased the white point toward the

bution of the white points allows us to make the white pointred color. Hence the image appeared greenish. With the more
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heuristic algorithm are:
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m = #image pixels withR > 200
" 1 . = #image pixels with?, G,andB > 200
265] . ns = #image pixels withR < 128
2ol | ne = #image pixels withkR < 128, G < 0.8R, and
E B<G@G
9551 f ns = percentage of pixels along the edges of the
g image withR, G, andB > 200
~ 50 ) ne = percentage of pixels along the edges of the

image withR, G, andB < 100

N
o
T
I

N
o
T

If 7, is less than a set threshold, the image is classified as

35 ‘ ‘ ‘ ‘ ‘ ‘ too dark. These images are brightened using a power func-
0 %0 00 e 20 30 %% tion with the power factor determined from image histograms
such that the average output median is mapped to half scale.

Figure 6: Brightness coordinates of the estimated white The heuristic used to determine a backlit image is some-

points what more complicated. We assume a backlit image has a
bright background and a dark foreground, both of which ex-
tend to the edges of the image1lRn, > n; and10n4 > 73,

robust estimation, the image became much more natural. the image may be backlit. These conditions establish that the

_ ) o _bright image regions are near neutral in color (like sky) and
Compared with the automatic processing implemented iy gjgnificant percentage of the darker regions have a reddish

the Kodak scanner, our processing pipeline produces imagg, (jike skin tones). In addition to these conditions, we also
of good color balaqce and good contrast. Images processggquirm75 > 15% andzs > 15%. This requirement guaran-

by the Kodak algorithm have very strong red cast. Our @lg04eeg that the bright and dark regions each extend to the image
rithm is also very fast since it is only aone dimensional ta‘edges. If all of the above conditions are met, the image is
ble look-up, while the table can be built with a much smallerqj,ssified as backlit. Backlit images are brightened using a
subsampled image. The traditional prints, which use operatQfianqard gamma correction curve for a fixed preset gamma.
assistance with film type and possibly manual color/exposure _ ) L .
adjustments, have good color balance and contrast, but often V€ alsO applle;d the pLoceSS|ng plpelllne to some negative
they have poor bright details. This is particularly obvious in'Mages scanned from Nikon Super CoolScan LS-1000. We

some of the wedding photos, where details in the weddinéound that the same pipeline can be used with minor adjust-
gown failed to come up. ment of contrast and color balance parameters.

The exposure control in our algorithm is good for most
images. However, a few images that were backlit came out
too dark. The Kodak processing suffered the same problem, Conclusions
while the traditional prints were quite good. A separate post-

processing step follows the pipeline to identify and brighten _ _ o
backlit and dark images. We presented a fully automatic processing pipeline for pro-

cessing scanned negative images. The algorithm first builds
) . . up a histogram based on subsampled image data, then esti-
background, and the foregrou_nd IS not weI_I it Th's_canmates white/black points of the image, and performed one
occur, for example, when an indoor photo is taken with ayjmengional look-up table operation to adjust for color bal-

window to the 'outside sqmewhere in the scene or when nce, contrast, as well as black/white point mapping. A post
outdoor photo is taken with the foreground (often people) in rocessing step then follows to identify backlit images and

shadovy and .the background a bright sunlit SCene. The pla erforms further exposure adjustments. Without any knowl-
and white point mapping can resultin adarkimage whenlight, 46 of the film type, the processed images has better color

sources, such as lit candles or incandescent bulbs, are visi Slance than the corresponding ones processed by the Kodak

?n thg Scene. OF” pqstprocegsing algorithm.uses heuris'tics Qitomatic algorithm, and comparable to the traditional prints.
|denF|fy these S|tuat|ons, which are then brightened using %xposure control in our algorithm is comparable to the Ko-
nonlinear power mapping. dak algorithm, but slightly falls short of the traditional prints.

We use a set of six scalar image statistigs,...ns, to  Furtherresearch is required to fully take advantage of the flex-
detect backlit and dark images. The statistics used by oubility of digital processing to optimize image quality.

Backlit images most often occur when the sky is in the
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